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Abstract: We analyze the efficacy of hiring tax credits, particularly in distressed labor markets.

These programs have proven hard to assess, as their introduction at the state level tends to be

endogenous to local conditions and prospects. We conduct an empirical study of a hiring tax credit

program implemented in North Carolina in the mid-1990s, which has a quasi-experimental design.

Specifically, the state’s 100 counties are ranked each year by a formula trying to capture their

economic distress level. The generosity of the tax credits has discrete jumps at various ranking

thresholds allowing for the use of regression discontinuity methods. Our estimates show sizable

and robust effects on employment - a $9,000 credit leads to a 4% increase in employment or 1.2

percentage point increase in the employment to population ratio in the counties where the hiring

credits were available. The attendant reduction in the unemployment rate is around 0.3%percentage

points.
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1 Introduction

Hiring tax credits are a commonly used tool to address both short-run downturns and longer-

run economic distress. The empirical evaluation of these policies is difficult as their enactment is

endogenous to expected economic prospects or local labor market distress. The direction of the

bias is also not clear. Poor economic performance may swamp estimates of program impacts even

if they are positive. Alternatively, natural mean reversion — in areas that recently experienced

adverse shocks — could be incorrectly attributed to the policy intervention.

Earlier evidence had questioned hiring credit efficacy, often finding zero impacts on employ-

ment (e.g. Neumark and Kolko (2010); Behaghel, Lorenceau, and Quantin (2015)). In contrast,

Neumark and Grijalva (2017) find positive effects of state-level programs on employment during

recessionary periods in the United States. Similarly, Cahuc, Carcillo, and Barbanchon (2019) sees

benefits during the Great Recession of a hiring credit program targeted at small firms and low-

wage workers in France. We build on this work by evaluating place-based hiring credits aimed at

addressing regional disparities in a setting that permits causal estimates. We find significant reduc-

tions in unemployment rates and increases in employment in the distressed areas targeted by the

hiring program.

We examine a program in the state of North Carolina that assigns county-level hiring credit

eligibility based on an economic distress rank. The county rankings include thresholds at which

credit size jumps discontinuously. Because program eligibility changes yearly, we implement a

dynamic regression discontinuity (RD) design following Cellini, Ferreira, and Rothstein (2010).

We complement these findings with local nonparametric estimates that provide consistent evidence.

We estimate an intent-to-treat effect of a 4% increase in employment from a $9,000 credit. This

effect corresponds to a 1.2 percentage point increase in the employment to population ratio, which

we document is driven by increased hiring, as separation rates also rise. In counties where the

hiring credits were available, unemployment rates decreased by 0.3 percentage points. Further,

employment impacts concentrate in the manufacturing and wholesale trade sectors that were the

program’s primary target. Finally, we produce difference-in-differences estimates to better nest the
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paper with previous attempts at evaluating hiring credits that rely on that technique and to allow us

to characterize the direction and extent of endogeneity bias. Difference-in-differences estimations

would have failed to find an employment impact, indicating the importance of accounting for time-

varying unobservables.

Economists often viewed hiring credits — long a common policy tool — dimly because of con-

cerns around churning, stigmatization, and inefficient distortion of the location of economic activity

(Grijalva and Neumark, 2014; Kline and Moretti, 2014). The theoretical case for hiring credits is

straightforward: They induce employment increases by reducing the effective wage. When put

into practice, they have proved costly or simply ineffective. The first issue is the high baseline rate

of hiring and separations. When these incentives are made broadly available, this natural churn

means many credits will be claimed for hiring that would have occurred even in the absence of

the program. In a meta-analysis, Bartik (2001) finds the so-called wastage rate — the share of

credits claimed for hires that would have occurred in the absence of the credits — can approach

90%, effectively inflating the cost per program-induced hire by a factor of 10. For example, in a

study of a hiring tax credit program in Georgia, Faulk (2002) finds a wastage rate of 75% but notes

that even after adjusting for wastage rates of this magnitude, costs per hire can still compare fa-

vorably to discretionary incentive packages granted to a specific firm. Administrative mechanisms

exist for addressing the wastage issue so that the credits only reward net job creation. However,

the compliance burdens are often so high as to make the credits unattractive to firms. A second

issue that appears to undercut hiring credit effectiveness in practice is stigmatization. By targeting

specific disadvantaged groups for credit eligibility, these programs can signal low productivity to

employers that more than offsets the credit incentive.

That the North Carolina program successfully induced employment increases in a relatively

cost-effective manner may be attributable to the economic context around the credit’s deployment,

and specific features of the program that limited wastage and avoided stigmatization. Neumark

(2013) highlights the potential outsized benefit of policies, like hiring credits, aimed at stimulating

labor demand during a recession, where downward wage rigidities will mute the impact of labor
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supply policies. Ku, Schönberg, and Schreiner (2020) find evidence consistent with this framework

when a European Union-mandated tax rate harmonization in Norway led to payroll tax increases

for large employers in previously subsidized remote areas. The North Carolina program targeted

credits to long-run distressed areas with significant labor market slack, less wage pass-through,

and a lower baseline hiring rate, reducing wastage. We show that treated counties actually had

zero absolute employment growth under the program in our setting, but this contrasted with sub-

stantial employment declines in the most comparable control counties. Churn and administrative

burdens were suppressed through a four-year payout structure for the credits, only requiring that

firms demonstrate their employment levels remained elevated each year after the credit’s genera-

tion. Finally, the credits did not require that hires to be from a specific pool of people, avoiding

stigmatizing potential workers. We do, though, find suggestive evidence, in the lack of firm and

population entry, that labeling entire counties as distressed may have stigmatized the locales as low

productivity.

More recently, a theoretical case for the efficacy of hiring credits in some circumstances has

begun developing as spatial inequalities and increasing home attachment have become better un-

derstood. Kline and Moretti (2013) augment a spatial equilibrium model with persistent long-run

differences in unemployment rates across areas, as is empirically observed. Firms in high unem-

ployment and low productivity areas post too few vacancies due to excessive hiring costs, providing

a rationale for subsidizing hiring in distressed areas. Amior andManning (2018) find that distressed

areas experience serially correlated negative demand shocks that lead to swift and continual em-

ployment outflows. Population leaves as well, but not as fast as employment, leading unemploy-

ment rates to remain elevated. Coate and Mangum (2019) document an increase in workers’ home

attachment across U.S. labor markets, which translates into declining labor mobility and more per-

sistent unemployment differences across places. Zabek (2019) models how residents’ local ties and

outsiders’ limited interest in moving in imply that place-based policies targeting depressed areas

can transfer income with limited geographic distortion.

Our paper contributes most directly to a literature that has sought to empirically measure if, to
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what degree, and in what circumstances hiring credits are effective. Credible research designs are

needed to address the inherent endogeneity of hiring program adoption and eligibility with current

and expected economic performance. Neumark and Grijalva (2017) use cross-state variation in hir-

ing credit programs to estimate their impact, along with counterfactual employment trends based on

state industrial composition. They find no impacts on employment growth in general but positive

effects during recessionary periods and when programs incorporate recapture provisions. Cahuc

et al. (2019) use difference-in-differences and instrumental variable (IV) strategies to evaluate a

hiring credit program introduced in France during the Great Recession restricted to small firms and

low-wage workers. They find significant impacts on employment at eligible firms. They also find

the program to have been particularly cost-effective, though they demonstrate through simulations

that this cost-effectiveness depended on the program being both temporary and unanticipated. Ses-

tito and Viviano (2018) evaluate hiring credits in Italy during 2015 that targeted workers without

permanent contracts. They find increased hiring for this group of workers in the aftermath of the

policy relative to non-eligible workers. Huttunen, Pirttilä, and Uusitalo (2013) find a payroll tax

reduction targeting old, low-wage workers in Finland did not affect employment, implying inelastic

labor demand for this specific group of workers.

Unlike these interventions, the programwe investigate targets specific distressed labor markets.

Previous work on place-based hiring subsidies has focused on neighborhood-level programs in ur-

ban areas. Most have failed to detect beneficial effects, though there are some exceptions (Papke,

1994; Neumark, 2020). The federal Empowerment Zone (EZ) program in the United States, which

includes hiring credits, was studied by Busso, Gregory, and Kline (2013), who identify program

impacts using areas with rejected EZ applications or later-round EZ designations as control areas.

Freedman (2013) studies the similarly conceived Enterprise Zone program using an RD design ap-

proachmade possible by a specific program implementation in Texas relying on neighborhood-level

poverty rate cutoffs. Both studies find positive employment effects for residents of neighborhoods

selected for the programs. In contrast, Neumark and Young (2019) use propensity score matching

to evaluate both state Enterprise Zone and federal EZ programs. They find evidence of reduced
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unemployment rates but no employment increases or poverty reductions with their preferred em-

pirical strategy. Similarly, in a study of a French EZ program, Gobillon, Magnac, and Selod (2012)

find moderate though temporary reductions in unemployment.

Chirinko and Wilson (2016) analyze fiscal foresight, another potential source of bias in evalua-

tions of hiring credits, wherein pre-announced programs could lead firms to initially depress hiring

and then ramp up once the credits become available. Exploiting cross-state variation in hiring credit

adoption, they report positive impacts on employment at a lag of two to three years, consistent with

our findings. They also find pre-program dips, which can upwardly bias estimates of program ef-

fects by 33%. Our reliance on annual rather than monthly employment levels should help alleviate

this bias.

We describe the mechanics of North Carolina’s hiring tax credits in section 2. Section 3 sum-

marizes our data sources and gives an overview of the labor market during our sample period. We

describe the estimation strategy in section 4. Section 5 presents the estimation results. Lastly,

section 6 offers some discussion of our findings.

2 North Carolina’s Hiring Tax Credit Programs

In the mid-1980s, North Carolina government officials were concerned with the divergence

in economic fortunes among the state’s 100 counties. A tax incentive program began in 1988 to

address the situation in the least economically robust counties. The North Carolina Department of

Commerce (NC Commerce) ranked counties by the level of economic distress each year, from 1

to 100, using a legislatively defined formula and inputs. The state government used the rankings

to segment counties into discrete tiers that determined the size of tax credits a county could claim.

The program experienced significant revisions in 1996 and 2007 but maintained the basic ranking

calculation and tiers framework. The program’s final iteration ended in 2014, but NC Commerce

continued computing the county rankings (Program Evaluation Division, 2015). Table 1 summa-

rizes the tax credit size histories.
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Table 1: Credit Size by Distress Rank

(Nominal Dollars)

Distress Rank
Years 10 20 30 40 50 60 70 80 90 100

Wave 0: 1988–95 2,800
Wave 1: 1996–2006 12,500 3,000–4,000 500–1,000
Wave 2: 2007–13 12,500 5,000 750

Note: Lower-ranked counties are more economically distressed. Source: North Carolina Department of Commerce.

In this study, we focus on the William S. Lee program that began in 1996, which we denote as

Wave 1 in Table 1, as it provides the cleanest quasi-experimental set-up.1 Unlike its predecessor,

the Lee program extended eligibility to firms in all 100 counties but continued to reserve the larger

credits for firms in the more distressed counties. Credits of $12,500 were available to the ten

most distressed counties designated as Tier 1. Firms in moderately distressed Tier 2 counties could

receive credits between $3,000 and $4,000 per new hire, and those in the least distressed Tier 3

counties could receive between $500 and $1,000.2 Our analysis will focus on comparing Tier 1

and Tier 2 and the average differential credit size of $9,000.3

The Lee program specified county rankings based on three inputs: unemployment rates, income

per capita, and population growth. The appendix Table A.1 shows an example of this process for

one year of the program. Counties are first ranked separately, 1 to 100, on each input. These three

sub-rankings are summed and ordered to create the 1 to 100 distress rank for the coming year. The

ten lowest-ranked, most distressed counties place in Tier 1. Counties ranked 11 or higher start

in Tier 2. Throughout the program, the number of counties designated Tier 1 each year increased

because of the addition of low population and high poverty rates as overrides to the distress ranking

1The appendix provides details about wave 0 and wave 2 of the tax credit program.
2Under the official program definitions, wave 1 of the program has five tiers. Tier 1 is the same as our definition.

We combine Tiers 2 and 3 and Tiers 4 and 5, as they have similar program intensity as measured by the credit size for
which they are eligible.

3This differential is the Tier 1 $12,500 minus the average credit of $3,500 for Tier 2. The program’s previous
iteration is a confound for comparing counties between Tier 2 and Tier 3. Even though the ranking procedure changed
somewhat between wave 0 and wave 1, there is still a discontinuous change in the probability of wave 0 program
eligibility at the rank-50 threshold separating Tier 2 and Tier 3.

7



system.4 By 2006, the final program year, 28 counties were in Tier 1 and eligible for the largest

credits.

Because counties were re-ranked every year, treatment status was not always constant, with

occasional slippage between tiers, and the legislated expansion of the lowest tier over time. Figure

1 shows a map with the geographic distribution of county tier designations for the first and final

years of the Lee program.5

Only firms in specific industries were eligible for the program, with the main ones being manu-

facturing, wholesale trade, warehousing, and those related to data processing. While hiring certain

types of workers, such as those currently unemployed, was not required, they had to be new employ-

ees (i.e., not intra-firm transfers from another area in the state), working full time, and paid above

the county average wage. The workplace county determined the credit size, which did not depend

on an employee’s county of residence. The credit paid out over four years, with later installments

forfeited if the firm reduced its total number of employees.

Beyond hiring tax credits, the Lee program offered other incentives, most notably for invest-

ment in machinery and equipment (M&E) and research and development (R&D) expenditures.

These additional incentives had softer discontinuities in generosity at tier thresholds. Their ben-

efits flowed primarily to the least distressed Tier 3 counties, allowing us to isolate the impact of

hiring credits from these other incentives.6

4The overrides were as follows: A county’s first-time designation to Tier 1 would persist through the subsequent
year, even if its subsequent ranking would place it in a higher tier. Starting in 2000, counties with a population of
fewer than 10,000 and a poverty rate greater than 16% were automatically placed in Tier 1. The population threshold
increased to 12,000 in 2002. Additionally, counties with a population of fewer than 50,000 and a poverty rate greater
than 18% had their tier reduced by one from what their distress rank would otherwise dictate.

5One prominent feature of the map is the clustering of distressed counties in the eastern part of the state. These are
the least urbanized counties and tend to have lower income per capita and population growth, directly affecting their
rankings. They also have low population levels. Once the tier designation overrides for population and poverty levels
were introduced in 2000, they led even more counties in this region to be designated into the most distressed Tier 1,
as seen in panel b of Figure 1. An NC Commerce assessment of the program (Fain, 2001) notes that this targeting
was intentional in its design. Plant closings in traditional North Carolina industries like textiles, apparel, furniture, and
tobaccomanufacturing were disproportionately negatively impacting the state’s more rural and economically distressed
parts.

6The R&D credit size did not vary with the tier system. The M&E credit was constant across tiers but applied
to any size investment by Tier 1 firms but only investment greater than $100,000 to $200,000 for Tier 2 firms. Over
three-quarters of M&E and R&D credit dollars went to firms in the least distressed Tier 3, which we exclude from the
analysis. The Lee program also included separate credits for job training and central administrative offices. However,
these were minor, with each accounting for less than 2% of total Lee Act credits generated (Fain, 2005). Cerqua and
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Figure 1: County Tier Status

(a)

Alam

Alex

Alle

Anso

Ashe

Aver
Beau

Bert

Blad

Brun

Bunc

Burk

Caba

Cald

Camd

Cart

Casw

Cata

Chat

Cher

Chow

Clay

Clev

Colu

Crav

Cumb

Curr

Dare

Davi
Davi

Dupl

Durh
Edge

Fors

Fran

Gast

Gate

Grah

Gran

Gree

Guil

Hali

Harn

Hayw

Hend

Hert

Hoke

Hyde

Ired

Jack

John

Jone

Lee Leno

Linc
Mcdo

Maco

Madi

Mart

Meck

Mitc

Mont Moor

Nash

New 

Nort

Onsl

Oran

Paml

Pasq

Pend

Perq

Pers

Pitt

Polk

Rand

Rich

Robe

Rock

Rowa

Ruth Samp

Scot

Stan

StokSurr

Swai

Tran

Tyrr

Unio

Vanc

Wake

Warr

Wash

Wata

Wayn

Wilk
Wils

Yadk

Yanc

1
2
3

1996

(b)

Alam

Alex

Alle

Anso

Ashe

Aver
Beau

Bert

Blad

Brun

Bunc

Burk

Caba

Cald

Camd

Cart

Casw

Cata

Chat

Cher

Chow

Clay

Clev

Colu

Crav

Cumb

Curr

Dare

Davi
Davi

Dupl

Durh
Edge

Fors

Fran

Gast

Gate

Grah

Gran

Gree

Guil

Hali

Harn

Hayw

Hend

Hert

Hoke

Hyde

Ired

Jack

John

Jone

Lee Leno

Linc
Mcdo

Maco

Madi

Mart

Meck

Mitc

Mont Moor

Nash

New 

Nort

Onsl

Oran

Paml

Pasq

Pend

Perq

Pers

Pitt

Polk

Rand

Rich

Robe

Rock

Rowa

Ruth Samp

Scot

Stan

StokSurr

Swai

Tran

Tyrr

Unio

Vanc

Wake

Warr

Wash

Wata

Wayn

Wilk
Wils

Yadk

Yanc

1
2
3

2006

Note: Tier status from NC Commerce for the 100 counties in North Carolina is presented for the first and final years
of the William S. Lee program. Tier 1 counties are the most economically distressed.
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Figure 2 shows unemployment, income per capita, and population growth for the counties sorted

by the distress rank of each input in 1996 and each county’s assigned tier. Two facts stand out. First,

slight differences in an input variable can lead to large differences in input-specific sub-rankings.

Second, counties with very similar inputs can end up in different tiers through the effects of adding

up the three sub-rankings and the overrides. Both overall distress rankings and input sub-rankings

vary widely over time for each county. On average, a county moves six positions in the overall

distress ranking every year, with most of these shifts coming from relative population growth and

unemployment rate changes.

In section 4, we demonstrate that lower-ranked counties do have lower population growth,

higher poverty, and lower per capita income. However, no evidence indicates discontinuities in

pre-treatment conditions at the program thresholds, a fundamental prerequisite for the validity of

an RD research design.

Two other potential concerns that could arise with the research design we implement are antic-

ipation effects and manipulation of program participation thresholds. As studied in Chirinko and

Wilson (2016), firms may artificially depress current hiring if they anticipate becoming eligible

for credits soon, leading to overestimating the program’s impact. As mentioned earlier, we use

annual rather than monthly data, meaning any distortion in hiring timing induced by the program

would need to be over long timescales. Further, the initial enactment of the program occurred in

mid-1996 and became effective immediately. Updated tier designations for each future year were

not finalized or announced until December of the previous year, limiting the scope for anticipatory

hiring delays.

Manipulation of treatment status around the eligibility threshold is always a concern in RD

designs. Because the determination of eligibility used county-level data collected by independent

official sources and largely depended on relative standing among all other counties, strategic ma-

nipulation does not seem possible. One area where some manipulation could have occurred is in

Pellegrini (2014) examine the effectiveness of these kinds of capital subsidies in Italy. They exploit discontinuities in
subsidy assignments across firms, finding that they effectively boost firm growth. We focus on hiring credits instead
of capital subsidies here.
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Figure 2: Distress Ranks per Input and Tier Designation
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Note: Unemployment data are from the Bureau of Labor Statistics. Population and income per capita data are from
the Bureau of Economic Analysis. County-level economic indicators are arrayed by initial distress rank per input at
the outset of the first wave of the program. Different symbols denote the different treatment tiers.

revisions to the program, beginning in 2000, which introduced overrides to the tier designation pro-

cess based on absolute, rather than relative, population and poverty. County lobbying could have

influenced the calibration of these overrides, though the choice of round numbers for the thresholds

is evidence against any such strategic behavior.
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3 Data

Employment, unemployment, and labor force data are from the Bureau of Labor Statistics

(BLS). Hiring and separation data come from the Census Bureau’s Quarterly Workforce Indicators

(QWI). Tier status comes from annual reports issued by the state of North Carolina and archived

versions of the NC Commerce website. The distress rankings data is from NC Commerce for some

years. For other years, we reconstruct them using data from BLS, population and income data from

the Bureau of Economic Analysis, and poverty data from the Census Bureau and the U.S. Depart-

ment of Agriculture, in conjunction with the rules laid out in the legislation creating and amending

the programs. Our sample period runs from 1990 to 2006. Figure 3 shows the overall conditions

in North Carolina’s economy during the program period. The state’s total population is growing

throughout the period, highlighting the extent to which the program aimed to address significant

within-state regional divergence in economic performance. The state’s unemployment rate tracks

closely with the national business cycle, and the program span includes the 2001 recession.
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Figure 3: Population and Unemployment Rate in North Carolina
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4 Estimating the Effect of Hiring Credits

In this section, we discuss the difficulties of estimating the effect of hiring credits and lay out a

strategy to take advantage of the assignment of subsidies based on distress ranks. The institutional

setting of the North Carolina hiring credit program calls for the use of a dynamic RD design as

well as consideration of multiple treatment assignment variables. North Carolina’s 100 counties

were assigned annually to three groups defined by the subsidy program tiers. We focus on the

wave of the program running from 1996 to 2006. The most distressed counties are in Tier 1 and

receive the highest subsidy amount, $12,500. Ten counties were designated Tier 1 in the initial
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program year, 1996. However, distress rank ties and subsequent amendments to the program that

added assignment rules led this number to fluctuate between 10 and 28 in later program years. Tier

1 is our treatment group. Tier 2 counties are the next most distressed and compose our control

group. Firms in those counties are eligible for hiring credits ranging from $3,000 to $4,000. The

least distressed counties are designated Tier 3 and may apply for hiring credits ranging from $500

to $1,000. We estimate the program’s effectiveness by comparing the evolution of employment

and unemployment across counties in Tiers 1 and 2. To avoid comparing significantly different

counties, we exclude counties always designated as Tier 3. These contain major cities that may

have very different dynamics compared with small distressed counties. The average subsidy for

Tier 2 counties is $3,500 compared with the $12,500 in Tier 1 counties, so our program effect

estimates are for the $9,000 difference.

If the economic distress ranking were completely random, counties would be assigned subsidy

amounts randomly, and we could compare counties across tiers. In practice, the distress rank cor-

relates with economic variables. Suppose counties assigned to Tier 1 have worse unobservables,

which implies different trajectories of employment and unemployment even in the absence of the

program. In that case, estimates from a difference-in-differences approach will be biased. We ad-

dress this possible bias by exploiting the discontinuities in tier assignments based on the economic

distress rank.

The validity of the RD design assumes that county characteristics vary continuously around the

tier threshold at distress rank 10 and that only the subsidy amounts vary discontinuously. Figure 4,

which shows the relationship between the levels and changes of the outcome variables and the eco-

nomic distress rank before the beginning of the program, supports this assumption. As expected,

there is an overall negative relationship between economic outcomes and economic distress. Unem-

ployment is higher for more distressed counties, while log employment is lower in these counties.

However, this relationship is smooth across the tier cutoffs.7

7We cannot reject the null of no break at rank 10 in this relationship for all indicators except log employment,
which is expected given that the ten most distressed counties are smaller in population. A potential concern would
be different employment trajectories in absence of treatment for these smaller counties. We do not find evidence of
such differential growth before 1996, though, because we cannot reject that the relationship between the change in
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Figure 4: Relationship between the Distress Rank and Program Outcomes Before the Beginning

of the Program
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Distress rankings and thus tier assignments are recomputed before each year of the program,

meaning treatment patterns—the frequency and timing with which a given county’s firms are eli-

gible for the largest subsidies—vary. To account for this facet of the program, we follow Cellini

et al. (2010) in implementing a dynamic RD design. This estimation strategy exploits the yearly

changes in tier assignments and allows for contemporaneous and lagged effects of the program.

Our baseline specification is

Yctk = β0 + γc + γt + γk + θktier1c,t−k + νkf(rankc,t−k) +Xc,t−k−1βk + εctk. (1)

Here, Yctk is the outcome of interest for county c at time t measured k years after treatment

designation. γc, γt, and γk are fixed effects for the county, year, and time since treatment designa-

tion. The variable tier1c,t−k is a dummy variable equal to 1 whenever a county is in Tier 1. The

θk coefficients measure the program impact at various lags. The function f(rankc,t−k) depends on

the county ranking at time t − k. The variables Xc,t−k−1 are control variables measured at k − 1,

before the program effects start. When included, the ranking and controls coefficients can vary

with time since treatment assignment k but do not vary by calendar year t.

Allowing for lagged effects is essential, as the hiring subsidy programs may take a few years

to gain traction and have a noticeable impact on employment (Neumark and Grijalva, 2017). We

can assess how the program’s impact changes over time by looking at the differences in these

coefficients. We estimate this specification using only counties in Tiers 1 and 2, from 1996 to

2006.

The RD approach allows us to obtain unbiased estimates of the program’s effect as long as the

conditional expectation of the unobservables that enter εctk in (1) with regard to the county ranking

varies smoothly across the Tier 1 cutoff. Additionally, these estimates will address bias from mean

employment from 1993 to 1996 and the distress rank is continuous at the rank ten cutoff.We do not find discontinuities
in any economic outcome on a six ranks window around the cutoff, using a local randomization test (such as the ones
used in section 5.1). In Appendix Figure B.1, we show the absence of discontinuities in the college share and the target
employment share before the beginning of the program. In Appendix Figure B.5, we also show that the relationship
between the distress rank inputs and the variables that determine overrides to tier assignment is smooth across tier
cutoffs.

16



reversion if the mean-reverting component of εctk arising from transitory shocks does not change

discretely across the cutoff. The estimation strategy addresses mean reversion bias even though

Tier 1 assignment depends indirectly on pre-assignment outcomes through the ranking function

(Chay, McEwan, and Urquiola, 2005).

There are some issues with implementing this specification in our setting. The first issue is that

Tier 1 assignment did not entirely depend on the economic distress rank. Counties could not be

re-designated out of Tier 1 because of an improved distress rank until after two years. From 2000

onward, high-poverty- and low-population-based rules enter as overrides to the formula for tier

assignment. Wong, Steiner, and Cook (2013) propose and assess methods for dealing with multiple

assignment variables in an RD framework. They recommend excluding units assigned based on

additional rules and estimating equation (1) as a sharp discontinuity design using only counties

assigned based on the running variable being considered—in this case, the distress rank. Another

approach is to classify the counties that change tiers because of these overrides as “defiers” and

instrument Tier 1 status with Tier 1 assignment based on the distress rank, as in a fuzzy discontinuity

design. We focus on the recommended sharp RD strategy in section 5 but also provide estimates

using the alternative fuzzy RD approach in the appendix.

The second issue is the sample size available to estimate each year’s program effect. For the

comparison between Tier 1 and Tier 2, we have only 70 counties available.8 This sample size limits

our ability to estimate a large number of parameters or implement nonparametric estimators. We

reduce the number of coefficients to estimate by assuming constant treatment effects and a linear

control function with the same slope on either side of the cutoff that is consistent with data before

the beginning of the program.

If the program’s effect is constant over time, we can take advantage of its repeated execution.

Our constant treatment effect assumption is that the program’s effect depends only on the number of

years that have passed since the program takes place. We generate a new set of observations for out-

8Tier 1 has counties ranked ten and below, and Tier 2 has counties ranked between 10 and 50. More than 50
counties contribute some observations to the sample because when rankings are recomputed each year, some formerly
Tier 3 counties fall into a lower tier. Thirty-two different counties receive treatment in at least one cohort, and fifty-nine
different counties are in the control group in at least one cohort.
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comes stretching from two years before to four years after treatment designation for each program

year and county. We pool together these spans of observations to estimate a single panel regres-

sion. So for a given county, there are repeated, overlapping observation windows for [1993,1999],

[1994,2000], [1995,2001], etc. for program designation rounds taking place in 1995, 1996, and

1997, etc., respectively. We account for the multiple appearances of a given county-by-year out-

come by clustering standard errors by county.

Our additional assumption concerns the functional form of f(rankc,t−k). Figure 4 suggests a

linear conditional expectation function of changes in the outcomes given a distress rank. Moreover,

the functional form of this relationship does not seem to change at the cutoff threshold. Therefore,

we assume that f(rankc,t) is linear and remains constant on either side of the assignment cutoff.9

We also try including the ranking input variables themselves—unemployment rate, income per

capita, and population growth—as controls.

To address concerns about this functional form assumption and extrapolation far away from the

cutoffs, we also calculate local estimates that only use variation near the cutoff. We pool changes

in outcomes following each year of the program and use information criteria to select the control

function, which often suggests a simple comparison of the means of these changes across tiers (Lee

and Lemieux, 2010). We conduct hypothesis tests on these local estimates using randomization

inference (Cattaneo, Frandsen, and Titiunik, 2015; Cattaneo, Titiunik, and Vazquez-Bare, 2016).

We also experiment with how we account for the dynamic nature of the subsidy program. Con-

sider the program’s effect two years after its enactment in year t. In the year t+1, the county would

receive the contemporaneous and lagged effect of the program. If the county receives the subsidy

in year t+1 as well, by year t+2 it would experience lagged effects of the program in t and t+1

together. Moreover, receiving the program in t may have altered the probability of receiving it at

t + 1. We include indicators for prior treatment status but not for subsequent treatment. Cellini

et al. (2010) show that in this setting, the estimated effects have an “Intention to Treat” (ITT) inter-

pretation, where employment outcomes are not only affected by the receipt of the subsidy but also

9The choice of a linear control function is also informed by Gelman and Imbens (2019), who show that higher
order polynomials of the running variable can induce bias in the discontinuity estimates.
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by changes in the probability of receiving the subsidy in the future. Importantly, all comparisons

keep treatment and control groups constant by program year cohort.

Cellini et al. (2010) also developed a “Treatment on the Treated” (TOT) estimator that accounts

for the indirect impact of initial treatment on the probability of treatment in future years.10 We apply

their method with the following regression:

Yct = β0+γc+γt+
K∑
k=0

(αkmc,t−k+θktier1c,t−kmc,t−k+νkmc,t−kf(rankc,t−k))+Xc,t−K−1β+εct.

(2)

Here, Yct is the outcome of interest for county c at time t. The coefficients γc and γt are fixed

effects for county and year. The variable tier1c,t−k is a dummy variable equal to 1 whenever a

county is assigned to Tier 1. The variable mc,t−k is a dummy for being in the 50 most distressed

counties at time t− k, so the county was either in Tier 1 or Tier 2 at the time. The θk coefficients

measure the program impact at various lags. The coefficient on the ranking is allowed to vary with

time since treatment assignment k. We interact treatment assignment with the mc,t−k dummies

to use variation only from the most distressed counties every year. By including the history of

treatment assignment up to each outcome observation, θk will be a TOT estimate. Including this

history will isolate the impact of receiving treatment k years ago and not in subsequent years.

How this TOT estimate would compare to the ITT estimate is a priori uncertain in this setting

because ITT estimates combine two veins of future treatment designation with the direct impact of

initial treatment. First is a potential dampening from some control group members getting credit

eligibility in subsequent years. Second is amplification from any re-designation for credit eligibility

of treatment group members in subsequent years.

10The ITT and TOT terminology for the dynamic RD design is from Cellini et al. (2010). It should not be confused
with the ITT and TOT terminology for randomized experiments with partial compliance. There is full compliance with
the hiring credits program at the county level when accounting for the overrides.
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5 Results

We now turn to the RD estimates. The left panels of Figure 5 portray graphical evidence. We

array counties by the initial distress rank relative to the threshold where credit size increases. A lin-

ear fit in county rank is included, constrained to have the same slope on either side of the threshold.

Given the previous evidence that program effects appear only with a lag, we focus on three-year

differences. The figure pools outcomes for counties entering the program at different times. The

outcomes correlate weakly with the distress rank, with the assumption of a linear relationship with

rank appearing reasonable.11

Table 2 presents the dynamic ITT estimates from equation (1). Rows 1 and 2 show estimates

for log employment, which are progressively increasing for treated counties relative to the coun-

terfactual through three years after treatment designation. The three-year effect with the ranking

input variables as additional controls shows an employment increase of 3.6%. The same pattern of

estimates emerges for the employment-to-population ratio in the next two rows. The effect three

years after treatment is estimated to be around one percentage point. Rows 5 and 6 show that the

unemployment rate in Tier 1 counties is lower relative to control counties two years after treatment

and continues its relative decline three years after. Relative to control counties, the unemployment

rate in treated counties is between 0.5 and 0.7 percentage points lower after three years. The lower

estimate is the result of adding additional county-level controls. For reference, throughout the pro-

gram, unemployment rates averaged 6.6% for the sample overall and 7.9% for the most distressed

counties that make up the treatment group.12

11There is an apparent outlier in panel (a) of Figure 5. This data point corresponds to Northampton county in 2005.
This large employment effect may be due to the program. Lowe’s is the biggest Tier 1 credit recipient, and it has a
distribution center in Garysburg in Northampton county. We do not have data on the jobs generated by Lowe’s in every
county, but aggregate data indicate that Lowe’s generated 673 jobs in 2003, 271 in 2004, and 274 in 2005. This change
in employment totals accounts for 1,218 direct hires generating credits, close to the entire employment increase shown
in figure 5. We show local estimates excluding this data point in appendix table B.4. The results are qualitatively
similar.

12In appendix table B.1, we allow the linear control function to change slope at the threshold and estimate the
treatment effect derivative (TED) discussed in Dong and Lewbel (2015). The TED is the coefficient on the interaction
between treatment status and the running variable. The top panel repeats the estimates from table 2 and shows the
estimated linear control function. The lower panel repeats these estimations with the interaction term included. The
estimated program effect’s magnitudes are unchanged by this more flexible approach, but standard errors increase.
The TED is never statistically significant, so we assume a constant slope in all parametric estimates and exclude this
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Figure 5: Discontinuities in 3-Year Differences of Employment and Unemployment.
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Note: Data are from the Bureau of Labor Statistics. Three-year differences in outcomes, 1996 to 2006. Panels (a), (c)
and (e) show sample means plus residuals of a regression of the differenced outcomes on year dummies. Counties are
arrayed by distress rank relative to the threshold. Counties to the left of the threshold are eligible for a larger hiring
tax credit. The thicker lines are estimated linear control functions in distress rank. The thinner lines are means (panels
a and c) or linear fits (panel e) within a bandwidth of +/- 6 distress ranks. Panels (b), (d) and (f) show binned scatter
plots of the residuals within a bandwidth of +/- 6 ranks, adjusted for mass points in the running variable following
Calonico, Cattaneo, and Titiunik (2015). The lines show local means (panels b and d) or a linear fit (panel f).
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The building in effect size year by year may reflect a lagged effect from firms needing to learn

about the credits and the persistence of treatment status. A majority of treated counties receive Tier

1 status for more than three years, and most counties receive three years of treatment conditional

on receiving treatment the first time.

Table 2: Regression Discontinuity Intention to Treat Estimates - Main Outcomes

Dependent Variable 1 year later 2 years later 3 years later

Log Employment 0.005 0.013 0.030*
(0.013) (0.016) (0.017)

With Controls 0.006 0.016 0.036**
(0.013) (0.015) (0.017)

Employment to Population 0.002 0.004 0.010*
(0.004) (0.005) (0.005)

With Controls 0.002 0.005 0.012**
(0.004) (0.005) (0.005)

Unemployment Rate 0.075 -0.468 -0.748**
(0.274) (0.306) (0.322)

With Controls 0.188 -0.319 -0.507**
(0.319) (0.261) (0.228)

Clustered standard errors are in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Authors’ calculations. N= 2,779. Each row comes from a separate estimation of equation (1) and reports the
treatment effect estimates θk at 1, 2, and 3 years after treatment designation. Standard errors are clustered by county.
All rows include fixed effects for year, county, time since tier designation, and prior treatment history, as well as a
linear control function in the distress rank. Additional controls are the lagged 3-year averages of the unemployment
rate and real income per capita and the population growth since the most recent census, which are the 3 inputs to the
distress rank. The estimates correspond to a sharp regression discontinuity (RD) design, which excludes from
estimation of the treatment effects any counties designated as Tier 1 by an assignment rule besides the primary one
based on distressed rank.

Table 3 implements equation (2) for the dynamic TOT estimates. As with the ITT estimates,

we use the approach recommended by Wong et al. (2013) for handling multiple assignment rules.

Namely, we implement a sharp RD design and exclude counties assigned by rules besides the

treatment group’s distress rank. All rows include county-level controls in addition to the running

interaction term. The insignificant TED estimates also suggest that program effects would be invariant to marginal
changes in the eligibility threshold.
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variable. For employment growth, the treatment effect estimates are positive three years later but

statistically insignificant. This lack of statistical significance likely reflects the more demanding

nature of this estimation relative to the ITT specification above, as it estimates extra parameters

simultaneously. The unemployment results are clearer than the employment results. Three years

after, eligibility for the most extensive hiring credits has reduced the unemployment rate in a county

by 0.5 percentage points.13 Compared to the ITT estimates, these TOT estimates show the effect of

being eligible for treatment in year zero and then not again in the subsequent three years. Because

such a treatment pattern rarely occurs under this program in practice, with most counties retain-

ing eligibility in subsequent years, we consider the TOT estimates less well founded than the ITT

approach.

Table 3: Regression Discontinuity TOT Estimates - Main Outcomes

Dependent Variable - Method 1 year later 2 years later 3 years later

Log Employment -0.033* -0.005 0.009
(0.016) (0.014) (0.019)

Employment to Population -0.008* -0.001 0.007
(0.004) (0.004) (0.005)

Unemployment Rate 0.150 -0.582* -0.530*
(0.343) (0.337) (0.306)

Clustered standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Authors’ calculations. N=770. Each row comes from a separate estimation of equation (2) and reports the
treatment effect estimates θk at 1, 2, and 3 years after treatment designation. Standard errors are clustered by county.
All rows include lags of the unemployment rate, income per capita, and population growth as controls. The estimates
correspond to a sharp regression discontinuity (RD) design, which excludes from estimation of the treatment effects
any counties designated as Tier 1 by an assignment rule besides the primary one based on distressed rank. TOT is
Treatment on the Treated.

13In appendix table B.3 we use an alternative estimation approach suggested by Wong et al. (2013). We implement
a fuzzy RD design, including all counties assigned to Tier 1 by any rule and instrument for treatment using the primary
assignment rule based on distress rank. Overall, these IV estimates are larger, showing sizable effects on employment
and unemployment three years after treatment. The employment-to-population results display a similar pattern, but the
IV estimates do not show significant employment to population decreases one year after the program begins. We prefer
the estimates in Table 3 since Wong et al. (2013) show that the OLS estimator has the least bias in their simulations.
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5.1 Local Estimates

The RD design assumes a random treatment assignment at the policy threshold conditional on

a control function that allows for more distant observations to contribute to the treatment effect

estimation. As such, this estimation requires assumptions about the shape of that control function.

Cattaneo et al. (2015) propose a nonparametric estimation technique that uses randomization in-

ference in a small neighborhood around the threshold. We implement their approach in Table 4,

where we show estimates for the program’s effect three years ahead.

We conduct a series of covariate balance tests for progressively larger bandwidths around the

threshold to determine the estimation window where the random assignment assumption is deemed

most plausible, . We use the lags of income per capita, unemployment rate, share college, and target

industry employment share as the covariates. Figure B.2 in the appendix visualizes the tests, which

suggest a bandwidth of +/- 6. We then estimate the treatment effect as a difference in means, which

we display as overlays on the left panels of Figure 5. When necessary, we include a polynomial

in the running variable to account for residual dependence. In the right panels of Figure 5, we

show local mean or linear estimates in a bandwidth of +/-6 ranks, along with binned scatter plots

to display the underlying conditional mean function, following Calonico et al. (2015).

The local estimation procedure yields an ITT effect, as it incorporates any impact initial treat-

ment has on the probability of treatment in future years. We calculate p-values from repeated

random resampling of the counties within the bandwidth to either side of the threshold. Outcomes

are pooled across all program years after year effects have been partialled out.14

The estimate for log employment in row one of Table 4 implies that receiving the credits

increases employment in a county by 4.5% after three years. The estimate for employment-to-

14Estimating the treatment effect as a difference in means assumes that the outcome is as good as randomly assigned
in a small neighborhood around the cutoff. This assumption may not hold if there is leftover dependence between the
outcome and the running variable, even when restricted to the small neighborhood. In appendix table B.5, we follow
Cattaneo et al. (2015) and Cattaneo et al. (2016) and allow for leftover dependence. On either side of the cutoff, we fit
linear or quadratic polynomials. Then, we estimate the treatment effect as the difference between the polynomials at
the cutoff. We select the order of the polynomial adjustment using the Akaike information criterion (Lee and Lemieux,
2010). Inmost cases, the preferredmodel is no adjustment. The exceptions are log employment one year after treatment
and unemployment 2 and 3 years after treatment, when a linear adjustment is preferred.
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population implies an increase of 1.3 percentage points.

The estimate for unemployment in row three of Table 4 implies that receiving the credits de-

creases the unemployment rate in a county by 0.18 percentage points after three years. This effect

is smaller and statistically insignificant in contrast with the parametric estimates above. Expand-

ing the window leads to more precise negative 0.5 percentage points estimates, in line with the

parametric estimates.15

Table 4: Local Estimates - Main Outcomes

Dependent Variable 1 year later 2 years later 3 years later

Log Employment 0.013 0.022 0.045**
[ 0.12] [ 0.14] [ 0.01]

Employment to Population 0.001 0.006 0.013***
[ 0.68] [ 0.14] [ 0.01]

Unemployment Rate -0.279 -0.129 -0.182
[ 0.12] [ 0.58] [ 0.53]

Observations 118 106 94
Counties 27 26 24

Ever Treated Counties 18 18 16
P-values from randomization inference with 1000 replications in brackets
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Authors’ calculations. Difference in mean outcomes for treated and control counties in a window of 6 ranks
around the treatment cutoff, adjusting for remaining dependence on the running variable. All estimates are
unadjusted differences in means except for log employment 1 year after treatment, and unemployment 2 and 3 years
after treatment, which include a linear adjustment on the distress rank. The “Observations” row counts all
county-year observations. The “Counties” row counts counties ever included in the estimation. The “Ever Treated
Counties” counts counties that were included as treated for at least one year.

15In appendix figure B.3, we gauge the stability of our three-years-later estimates to different bandwidths. Em-
ployment and employment-to-population estimates are somewhat larger for smaller windows but remain positive and
significant across different bandwidth choices. Unemployment rate estimates are small though stable at smaller band-
widths though they turn positive with larger comparison windows.
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5.2 Additional Outcomes

The tax credits were limited to eligible industries, mainly manufacturing, warehousing, whole-

sale trade, and data processing.16 Rows 1 and 2 of Table 5 present RD estimates of equations (1) and

(2) and local estimates for aggregate employment within the targeted industries and non-targeted

industries separately. The point estimates for log employment are imprecise but show increases

in target industry employment and no evidence of increased employment in non-target industries.

The employment-to-population estimates are in rows 3 and 4. These estimates account for the

significant variability in small counties’ employment at the industry level, showing more precise

employment increases. Target industry employment-to-population ratio increases are statistically

significant and around one percentage point. ITT target employment estimates are much larger than

aggregate impacts, which makes sense as they capture a similar level change against a smaller base

value. The target employment to population ITT estimates are equal to the aggregate impacts. We

should see this similarity if there are no spillovers to non-target industries, given that the population

denominator is the same for target and aggregate estimates. Due to the reduction in sample size

from the presence of censored data at the county by industry level, we present local estimates for a

window of +/- 10 rather than the preferred +/- 6 ranks. The local estimates, which also capture an

ITT effect, tell a similar story of no spillovers (positive or negative) on non-target industries.

In Figure 6, we present the effect by each two-digit industry separately, estimating the impact

on the ratio of each industry’s employment to the overall county population. The three principal

target industries are at the top. The effects are small and insignificant for all the sectors except

manufacturing, the largest targeted industry. The estimated increase in the industry employment-

to-population ratio is about 1.5 percentage points, similar to the ones estimated in Table 5 for all

the targeted industries combined. The lack of discernible impact for warehousing may be due to

16At the inception of the program in 1996, eligible industries, with North American Industry Classification System
codes in parentheses, were Manufacturing (31-33), Warehousing (493), Wholesale Trade (42), Research and Devel-
opment (541710), and Data Processing (Computer Systems Design & Related Services (54151), Software Publishers
(511210), Software Reproducing (334611), Data Processing Services (514210), and On-Line Information Services
(514191)). Air Courier Services (492110), Central Administrative Office (551114), Electronic Mail Order (454110),
and Customer Service Center (561422) were made eligible beginning in 1999.
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Table 5: Other Outcomes 3 Years after Treatment

Specification

Dependent Variable ITT TOT Local

Log Employment 0.067* 0.020 0.018
Target Industries (0.039) ( 0.040) [0.536]

Log Employment 0.003 -0.032 0.002
Non-Target Industries (0.046) ( 0.041) [0.958]

Employment to Population 0.012** 0.003 0.008***
Target Industries (0.004) ( 0.003) [0.001]

Employment to Population -0.001 -0.005 -0.002
Non-Target Industries (0.009) ( 0.009) [0.717]

Log Hires 0.062 0.031 0.103***
Annual Total (0.040) ( 0.033) [0.007]

Log Separations 0.043 0.013 0.088**
Annual Total (0.039) ( 0.038) [0.010]

Log Population -0.008 -0.016 -0.007*
(0.007) ( 0.009) [0.063]

Log Establishment Count -0.006 -0.014 -0.011*
(0.013) ( 0.011) [0.087]

Log Average 0.003 -0.006 -0.004
Weekly Wage (0.009) ( 0.010) [0.662]

Clustered standard errors are in parentheses. P-values are in brackets.
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Authors’ calculations. All columns report treatment effect estimates 3 years after treatment designation.
Standard errors are clustered by county. The intention to treat (ITT) column reports estimates from equation (1).
N=2,779 for hires and separations. N=2,700 for industry employment due to censoring of industry level data in some
small counties. All rows include fixed effects for year, county, time since tier designation, and prior treatment history,
as well as a linear control function in the distress rank. The treatment on the treated (TOT) column reports OLS
estimates from equation (2). N=770 for hires and separations. N=748 for industry employment due to censoring of
industry level data in some small counties. The Local estimates column reports the difference in mean outcomes for
treated and control counties, on a window of 10 ranks around the treatment cutoff. ITT and TOT estimations include
as controls lagged three-year averages of the unemployment rate and real income per capita and population growth
since the most recent census, which are the 3 inputs to the distress rank.
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its combination with a non-targeted industry, transportation. With wholesale trade and warehous-

ing, the wage requirement was another factor potentially limiting tax credit use. Credits could be

claimed only for jobs paying above the county average wage, which is more common in manufac-

turing than in the other two target industries.17

As a robustness check, we re-estimate the RD specifications using Census QWI data on hires

and separations. The employment gains we attribute to a hiring tax credit program should stem from

increased hiring, not decreased separations. Rows 5 and 6 of Table 5 present the RD estimates

for hires and separations following a county’s eligibility for the program. The coefficients are

consistent with employment gains resulting from increased hiring rather than decreased separations.

Separations show evidence of an increase as well, which tracks with the empirical observation in the

labor literature that growing firms continue to have positive separation rates (Cahuc, Carcillo, and

Zylberberg, 2014). Finally, we examine population and establishment counts to assess possible

in-migration response and firm entry. These estimates are noisy but show if anything, net out-

migration and firm exit following program assignment. This finding is suggestive that the distressed

label may have stigmatized these locales as low productivity, at least for non-incumbent firms.18

The last row of Table 5 shows estimates of the effect on average weekly wages by county. The

hiring credits do not seem to increase local wages, suggesting that they do not induce significant

spillover effects or crowd out employment in other industries. The absence of a wage response is

consistent with credits boosting hiring in distressed counties where hiring rates were sub-optimally

low (Kline and Moretti, 2014).

17Jolley, Lane, and Paynter (2013) use detailed firm data to document what types of firms claimed hiring credits
under the Lee Act for 2006. Out of 1088 hires in the entire state, 606 (55.7%) went to manufacturing, 141 (13%) went
to wholesale trade and transportation, and the remainder went to other industries. Firms in the warehousing industry
did not claim credits.

18Data for 2006 from Jolley et al. (2013) also suggests a limited impact on out-of-state immigration. They document
that 83.9 percent of credits claimed in 2006 went to workers with a previous employment history in North Carolina.
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Figure 6: Estimates of Effects on Industry Employment-to-County Population 3 Years after

Treatment
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Note: Authors’ calculations. Each row comes from separate estimations of equations (1) and (2) and reports the
treatment effect estimates 3 years after treatment designation. Circle markers denote target industries. Square
markers denote non-target industries. Health Care and Mining are excluded because of small sample sizes. For the
treatment on the treated (TOT) estimates, OLS estimates are reported. The bars around each coefficient are
confidence intervals at the 95% level. Standard errors are clustered by county. Additional controls are the lagged
3-year averages of the unemployment rate and real income per capita and population growth since the most recent
census, which are the 3 inputs to the distress rank. ITT is intention to treat.
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5.3 Estimates for the Second Program Wave

Ideally, we would leverage the expanded eligibility of Wave 2 for the largest hiring credits to

quantify program impact heterogeneity as a function of initial economic distress. Unfortunately,

the randomization at the eligibility threshold underpinning the RD design for Wave 1 estimates is

not as supportable for Wave 2. This wave ran from 2007 to 2013, with a significant expansion of

hiring credits. As shown in table 1, the number of counties eligible for the most extensive credit

amounts increased from 10 to 40. However, identifying the effects of this second program wave is

difficult because the impact of the first wave of the program induces differences in the evolution

of labor market outcomes that change discontinuously across the distress rank cutoff of 40. We

try to control for the differences caused by the first wave of the program by estimating the effects

of the second wave on a sub-sample of counties that did not have variation in credit size from

2003 to 2006. Nevertheless, there are substantial differences in covariates across the 40 distress

rank cutoff in this sub-sample. Appendix figure B.4 shows a lack of balance in covariates for low

bandwidths around the cutoff. Such unbalance contrasts with the previous results for Wave 1 in

figure B.2. For completeness, in appendix table B.6, we show local estimates of the effects of the

second wave of the program. These estimates show some significant unemployment reductions,

though no employment increase.

5.4 Difference-in-Differences Estimates

Our estimate of the employment impact of hiring credits of around 4% contrasts with previous

hiring credits studies, which have tended to find increases of 1%, and in some cases, no impact.

Two possibilities for this discrepancy are methodology and setting. The program we study targets

severely distressed areas where, as discussed earlier, hiring credits can theoretically be more im-

pactful than in the average targeted location. Besides the setting, previous studies have relied on

difference-in-differences techniques that have the potential to be biased (positively or negatively)

relative to an RD approach. To assess the extent to which methodological differences underpin our

larger impact estimates, we perform a difference-in-differences estimation on the program.
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Our basic specification is

Yct = β0 + γc + γt + δc × t+
K∑
k=0

θktier1t−k +Xc,t−K−1β + εct. (3)

Here, Yct is the outcome of interest for county c at time t. γc and γt are county and year effects

intended to capture permanent differences across counties and common shocks that affect all coun-

ties each year. The variable tier1t−k is a dummy variable equal to 1 whenever a county is assigned

to Tier 1. The coefficients of interest, θk, capture the contemporaneous and lagged effects of Tier

1 status on the outcome variables.

This difference-in-differences strategy is valid only if unobservables have a similar evolution

over time across tiers. We also include control variablesXct to allow for some county heterogeneity.

We include lags of population growth, real income per capita, and the unemployment rate that

constitute the distress rankings’ inputs. These controls address the possibility of mean reversion in

outcomes or counties evolving heterogeneously because of different initial conditions before the

beginning of the program (Heckman, Lalonde, and Smith, 1999). We also allow for county-specific

linear time trends.

In Table 6, we present the difference-in-differences results with full controls three years after

program assignment for comparison with our RD results from above. Log employment and em-

ployment to population show no impact, while the unemployment rate shows a reduction of around

0.5 percentage points. The complete estimates are in appendix table B.2.

The RD estimates of a positive and relatively large employment effect we present above imply

that the difference-in-differences estimates of a null program effect arematerially downward biased.

This bias is consistent with the control function plotted in panel a of Figure 5 that is slightly upward

sloping: Within the treatment or control group, employment in higher-ranked less-distressed coun-

ties tended to grow faster. In contrast, the control function for unemployment rates shows some

tendency for convergence between more- and less-distressed counties independent of the program.

In line with this pattern, the difference-in-differences unemployment estimates are not notably bi-

ased relative to the RD unemployment estimates.
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Table 6: Difference-in-Differences Estimates 3 Years after Treatment

Dependent Variable

Log Employment to Unemployment
Employment Population Rate

0.001 -0.001 -0.466**
(0.013) (0.003) (0.179)

Clustered standard errors are in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Authors’ calculations. Sample size is 546 observations for 42 counties. The table depicts treatment effect
estimates from equation (3), 3 years after treatment designation. All rows include county effects, time effects, linear
time trends interacted with county dummies, and lagged 3-year averages of the unemployment rate, real income per
capita and population growth since the most recent census, which are the 3 inputs to the distress rank. Standard errors
are clustered by county to allow for serial correlation in the error term εct within counties (Bertrand, Duflo, and
Mullainathan, 2004). P-values are calculated using a wild cluster bootstrap (Cameron and Miller, 2015) to account
for the small number of clusters. We report clustered standard errors and significance tests from the bootstrap
p-values with 500 replications. Full estimation results are in Table B.2 of the appendix.

5.5 Program Costs

While these hiring subsidies positively affect the labor market, a complete evaluation must

consider the policy’s cost. The cost accounting has some complications detailed below, but low

wastage rates in this setting make the cost-per-job created look favorable. Lane and Jolley (2009)

produced an evaluation of the incentive programs for the North Carolina General Assembly shortly

after the Lee program had ended andmorphed into the similarly conceivedArticle 3J program. In its

entirety, the program generated $2.1 billion in tax credits through its 11-year run from 1996 to 2006.

They estimate that 35% of these credits would never be used. Such lack of usage could result from

future net job losses at incented firms, leading to clawback of previously generated credit value.

Insufficient future tax liability could also be a factor, as the taken credits could not exceed 50% of

a firm’s annual tax liability, and unused credits could be carried forward only for five years. This

paper’s focus, the job creation credits, constituted 17% of the total amount of generated credits.19

Though the program was more generous on a per-hire basis for the most distressed Tier 1 counties,

19The breakdown of credits generated over the life of the Lee program was job creation (17%), M&E investment
(66%), R&D (15%), training (1%), and central administrative office (1%).
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firms in those counties received only 14% of generated credit dollars. Of the credits, 25% went to

Tier 2 counties, and more than half of all credit dollars went to firms in the least distressed Tier 3

counties, given their greater size and hiring rates.20 Putting these figures together, we estimate that

firms in our treated Tier 1 counties took job-creation hiring credits of $56.6 million (or $5.1 million

per year) for 6,751 hires.21

In Tier 1, on average, about 24 firms per year generated some hiring credits for the 2001 to

2006 period when granular data were available. Several factors in the design of the program may

have contributed to lower usage. First, a firm had to operate in a target industry and have at least

five existing full-time employees. Second, it had to provide health insurance for full-time positions

and not have recently violated environmental standards or safety requirements. Third, the new hire

needed to be for a full-time job and receive pay above the county average wage. Finally, the busi-

ness would need sufficiently positive tax liability, as credits could not exceed 50% of a taxpayer’s

total annual corporate income and franchise tax liability. A survey of North Carolina businesses

found that incentives ranked as only the 12th most important factor in company location decisions,

behind factors like access to skilled labor, highway access, tax rates, and regulator climate. Of sur-

veyed executives at incented companies, 62% were unaware their company received an incentive.

However, the share of surveyed firms in the least distressed tier where credits per hire were only

$500 was not reported (Lane and Jolley, 2009).

The issue of wastage, the share of expenditures for hires that would have taken place without

the policy change, is also complicated in the specific program we study. The tax expenditures

flowing to the most distressed counties were relatively small, given the program impacts we find.

Overall, tax expenditures under the program were much larger, as most benefits went to firms

in economically robust counties where similar hiring and investment would likely have occurred

without the program.

20This breakdown is based on program years 2002 to 2006.
21We arrive at these estimates for Tier 1 as follows: We have only aggregated figures for 1996 to 2000, so we

multiply the total credit-generated figure for 1996 to 2000—$1.064 billion—by the 0.17 share for job-creation hiring
credits. Then we multiply by 0.14 for the Tier 1 share and 0.65 for generated credits not taken. We add to this amount
the values from more granular data on credits generated for 2001 to 2006 multiplied by 0.65 for generated credits not
taken and divide by 11 for the per-year figure.
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To calculate a cost-per-job, we first generate the program impact on employment levels using

the OLS log employment TOT specification from Table 3. We obtain the predicted increase in

log employment for a county assigned to treatment three years before but not in the intervening

years (a 0.9% increase). Because the expenditure data are tier-wide, but the program impact is

estimated only on non-defier counties, we need to assume a program benefit for that population.

Because the defier Tier 1 counties tend to be less distressed, the program impact is likely smaller

in those counties. We estimate that the differential generosity in credit size for Tier 1 relative to

Tier 2 increased employment levels by 5,223–5,823 jobs three years later, assuming an impact in

defier counties ranging from zero employment increase to an employment increase equal to that in

non-defier counties. Adjusting the Tier 1 hiring credit expenditure data down to account for the

total credit size ($12,500) versus the differential credit generosity ($9,000) yields a cost per job of

around $7,400 in nominal dollars (around $12,000 in 2020 dollars). This figure contrasts with a

study by Luger and Bae (2005) of the Lee Act for the 1999 program year, where they simulated

reductions in the user cost of labor from the hiring credits to project induced employment effects.

They project a cost per job in Tier 1 of $14,000 though they note that this estimate is highly sensitive

to assumptions about the average wage. 22 According to Bartik (2020), the benefit of a created job

ranges from $12,000 to $48,000, making these hiring subsidies cost-effective in isolation, though

potentially more costly than alternative job-creation strategies like infrastructure investment.

Ideally, we would estimate wastage from this program by comparing our employment-level

estimate of around 5,500 jobs created with the 6,751 hiring credits claimed in Tier 1 throughout the

program. This comparison would imply an atypically low windfall wastage rate of approximately

20%. The contrast is unclear, though, for two reasons pushing in opposite directions. First, the

program’s impact theoretically combines direct and spillover job creation. That said, Table 5 and

Figure 6 indicate that spillover job creation was minimal. Second, because our program impact

is for the differential credit generosity between Tiers 1 and 2 rather than between a Tier 1 credit

22Specifically, Luger and Bae (2005) assume a $30,000 wage. Their simulated increase in labor demand in Tier 1
counties more than doubles under the assumption of a $20,000 average wage, closer to the prevailing Tier 1 county
wages at the time, implying significantly lower projected cost per induced job.
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and nothing, the total impact of Tier 1 designation is ostensibly larger than the differential impact.

Though we cannot arrive at a precise figure, it seems that most of the claimed credits were for hires

induced by the program. Such low wastage contrasts with more broad-based employment subsidy

programs where Bartik (2001) puts typical windfall wastage rates at around 70% and sometimes

as high as 90%, drastically inflating the effective costs per job created. Moreover, if little of the

credits claimed by firms in the more economically robust higher tiers induced job creation, the

overall wastage rates for the hiring subsidies across the entire state would be closer to those cited

figures. For comparison, Slattery (2020) finds that discretionary subsidies—those that target a

specific firm—average around $100,000 per job promised.

5.6 Validity

While using an RD strategy should provide confidence in our estimates’ internal validity, some

bias is still possible. Because subsidies are place-of-work based, spillover effects from any cross-

county commuting induced by the program are possible. In instances where Tier 2 counties border

Tier 1 counties, cross-county commuting would entail overestimating employment impacts and

underestimating unemployment impacts.

Some aspects of the program under study may limit the results’ external validity. Most impor-

tant is the targeting of the credits to areas experiencing long-run economic distress. We would not

expect the same size credit to have as large an impact on the average area as we find in distressed

areas. Even in distressed areas, we cannot credibly project the effect of a much smaller per-job

credit, as the benefit per dollar may be non-linear. Further, we do not estimate the impact of some

versus no credits but, rather, a big versus a small credit. However, under the assumption of a de-

creasing marginal product of labor, we would expect the former comparison to yield impacts at

least as large as what we find.

Finally, pairing the hiring credits with other incentives for investment and R&D, while not

atypical, means that our estimates are full program effects rather than pure hiring credit impacts.

Because the discontinuities are absent or less pronounced across tiers and take-up of the other
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incentives is low in the counties on which we focus, we believe we are isolating a hiring credit

effect.23

The persistence of hiring credit impact on the labor market is another dimension to consider. In

Table B.7 in the appendix, we re-estimate equation (1) to look at program impacts out to six years

subsequent to initial eligibility. Increased employment is still evident, even six years later, and of

similar magnitude to the shorter-run three-years-later estimate.24 The impact on employment-to-

population ratios is more precisely estimated and confirms that employment effects do not diminish

and perhaps even increase in the medium run, with point estimates rising by about 50% between

three and six years later. Relative improvements in unemployment rates in treated counties demon-

strate less persistence than employment increases appearing to wane beyond the three-year mark.

6 Discussion

Hiring tax credits are a popular tool implemented in various US states to lure businesses or

revitalize moribund local economies. Assessing their efficacy is challenging, though, as their im-

plementation is typically expressly endogenous to local conditions and expected prospects. We use

the unusual institutional features of a program in the state of North Carolina to get causal estimates

of the impact of hiring tax credits on employment and unemployment rates. Our RD ITT estimates

of the impact on employment show a substantial boost from the program of 3.6-4.5%. In contrast,

difference-in-differences estimates show no effect, in line with previous studies of hiring credits

using cross-state comparisons. The downward bias in these latter estimates, relative to the more

credible RD ones, highlights the importance of accounting for time-varying unobservables. These

23Under the Lee program, there was a 5% credit for R&D expenditures which was the same across all tiers. Over
90% of these credits went to firms in Tier 3 counties. There was also a 7% credit for machinery and equipment
investment which was the same across all tiers. While any size investment qualified in Tier 1, only investments over
$100 thousand in Tier 2 received the credit. Over three-quarters of the M&E credits went to firms in Tier 3 counties
(Fain, 2005).

24Relative to the estimations presented in Table 2, the window around each treatment designation is expanded
forward by three years, increasing the sample size. The expanded window means county fixed-effect coefficients
change, influencing the coefficients capturing the one to three years later impact estimates. That is why the estimates
in Table B.7 can and do differ slightly from what appears in Table 2.
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unobservables may affect counterfactual county performance. This is apparent in the RD graphs

of Figure 5. The absolute outcome for treated counties is close to no employment growth, which

contrasts with substantial contraction in similarly distressed control counties.

Cahuc et al. (2019) find consistent evidence of positive employment impacts of hiring credits

at eligible firms, an impact estimate most analogous to our target industry results. Their estimates

range from 0.8% to 2.3% for a credit of about one-fourth the size of what we study. Assuming

the impact is linear in credit size, that finding is consistent with our target-industry employment

growth estimates of around 7%.

We also find impacts on unemployment, with treated counties—those whose firms were eligible

for large hiring tax credits—experiencing about 0.4 percentage points lower unemployment rates

than under a counterfactual program offeringmuch smaller credits. The program’swindfall wastage

rate appears to have been low, possibly due to the targeting of distressed areas where hiring in the

program’s absence would have been limited. So even though inducing more economic activity in

low-productivity distressed areas may require large incentives, the bulk of incentive expenditures

are changing firms’ behavior rather than being windfall payments. While hiring subsidies may

not reverse regional divergence, they have a significant positive impact. They can be designed

cost-effectively if eligibility is restricted to the most distressed labor markets.
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Online Appendix - Not For Publication

A Additional program details

The first iteration of North Carolina’s non-discretionary tax incentive program, denoted as wave

0 in Table 1, began in 1988. The state Department of Commerce was tasked with ranking counties

each year from 1 to 100 based on economic distress, which legislation defined as the combination

of a high unemployment rate and low per capita incomes. Specifically, counties were ranked sep-

arately by unemployment rate and income per capita and then the two rankings were summed to

produce an overall distress rank (potentially including ties). Businesses in the 20 most distressed

counties were eligible for a $2,800 tax credit for each new full time employee hired. The number of

eligible counties was progressively increased, and had reached 50 by the time the program ended

in 1995. We were unable to find data on this program’s implementation beyond the identity of the

50 counties eligible for credits in its final year which we use as a control variable.

A revamped programwas launched in 1996 known as Article 3A or theWilliam S. Lee program

which is the focus of our study and referred to as wave 1. It continued the use of a county ranking

scheme and added population growth as an input to the ranking process. It extended tax credits to

all counties which varied in size based on groups of counties known as tiers. The largest credits

of $12,500 were available to the 10 most distressed counties designated as Tier 1. Firms in less

distressed counties could receive credits between $500 and $4,000 per new hire. Over the course

of this program, the number of counties eligible for the largest credit size was increased as low

population and high poverty rates were added as overrides of the distress ranking system, with 28

counties designated Tier 1 and eligible for the largest credits by the final year of the program in

2006.

TheWilliam S. Lee program was itself replaced in 2007 by the Article 3J program referred to as

wave 2. This latter program operated in similar fashion to its predecessors, but with some changes to

the credit eligibility formulas. Tier 1 - the most distressed - expanded to contain 40 counties eligible

for credits of $12,500. The next most distressed 40 counties were in Tier 2 and could receive $5,000
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credits and the highest performing 20 counties in Tier 3 could receive $750 credits. The distress

ranking formula was amended to incorporate property value per capita alongside unemployment

rate, income, and population growth. In 2014, the Article 3J program ended and was not replaced

(Program Evaluation Division, 2015).
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B Additional tables and figures

Figure B.1: Relationship between the Distress Rank and Covariates Before the Beginning of the

Program

(a)

10

20

30

40

50

0 20 40 60 80 100
Distress rank - 1996

P-value for break test at rank 10 =      0.76
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P-value for break test at rank 10 =      0.14

Target Employment Share: 1995

Note: College share data are from the Census. Employment data are from the Bureau of Labor Statistics.
County-level economic indicators are arrayed by initial distress rank at the outset of the first wave of the program.
Vertical lines denote the thresholds where credit size jumps discontinuously. The reported p-value comes from a
linear regression of each economic indicator on the distress rank and a dummy for a break at 10, restricted to the 50
most distressed counties.
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Table B.1: Treatment Effect Derivative (TED) Estimates 3 Years After Treatment

Dependent Variable Log Employment Employment to Population Unemployment Rate

Treatment effect 0.030* 0.036** 0.010* 0.012** -0.75** -0.51**
(0.017) (0.017) (0.0052) (0.0049) (0.32) (0.23)

Control function 0.0020*** 0.0016** 0.00040*** 0.00024 0.0020 -0.019**
(0.00066) (0.00074) (0.00015) (0.00016) (0.0076) (0.0091)

Treatment effect 0.042 0.044 0.013 0.013 -0.63 -0.61
(0.031) (0.031) (0.0087) (0.0080) (0.50) (0.37)

Control function 0.0019*** 0.0016** 0.00038** 0.00024 0.0016 -0.018**
(0.00065) (0.00073) (0.00014) (0.00015) (0.0074) (0.0082)

TED 0.0034 0.0025 0.00068 0.00018 0.031 -0.035
(0.0061) (0.0066) (0.0015) (0.0016) (0.075) (0.081)

Covariates No Yes No Yes No Yes
Clustered standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Authors’ calculations. N=2,779. The top panel repeats the 3 years later estimates from table 2 and shows the
estimated linear control function in the distress rank. The bottom panel adds the interaction between treatment status
and the running variable to the specification, allowing the linear control function to change slope at the threshold.
The coefficient on the interaction term is the treatment effect derivative (TED) discussed in Dong and Lewbel (2015).
Standard errors are clustered by county. All rows include fixed effects for year, county, time since tier designation,
and prior treatment history. Columns with covariates add as additional controls the lagged 3-year averages of the
unemployment rate and real income per capita and population growth since the most recent census, which are the 3
inputs to the distress rank.

47



Table B.2: Difference-in-Differences Estimates

Dependent Variable Log Employment Employment to Unemployment
Population

(1) (2) (3) (4) (5) (6)

Tier 1 -0.007 0.001 -0.001 0.001 0.072 0.077
(0.009) (0.008) (0.002) (0.002) (0.165) (0.160)

Lag Tier 1 -0.021∗∗ -0.016∗ -0.004∗ -0.004∗ -0.121 -0.051
(0.009) (0.009) (0.002) (0.002) (0.169) (0.186)

Lag 2 Tier 1 -0.014 -0.011 -0.003 -0.002 -0.293∗∗ -0.246∗∗
(0.009) (0.008) (0.002) (0.002) (0.117) (0.112)

Lag 3 Tier 1 -0.002 0.001 -0.001 -0.001 -0.518∗∗∗ -0.466∗∗
(0.014) (0.013) (0.003) (0.003) (0.189) (0.179)

Lag 4 Population growth -0.000 -0.001 0.042
(0.003) (0.001) (0.030)

Lag 4 Real Income per capita 0.020 -0.003 0.655
(0.045) (0.012) (0.694)

Lag 4 Unemployment Rate -0.006∗∗ -0.001 -0.111∗∗
(0.003) (0.001) (0.046)

R2 0.998 0.998 0.981 0.982 0.810 0.826
N 588 546 588 546 588 546
Counties 42 42 42 42 42 42
County FE Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes
County trends Yes Yes Yes Yes Yes Yes
Clustered standard errors are in parentheses
∗ p < 0.1 ∗∗ p < 0.05 ∗∗∗ p < 0.01

Note: Authors’ calculations. Difference-in-differences estimates of equation (3). Standard errors are clustered by
county. P-values for significance tests are calculated using a wild cluster bootstrap with 500 replications to account
for the small number of counties. All columns include county and time effects, and linear time trends interacted with
county dummies.
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Table B.3: Regression Discontinuity TOT IV Estimates - Main Outcomes

Dependent Variable 1 year later 2 years later 3 years later

Log Employment -0.065* 0.038 0.072**
( 0.038) ( 0.031) ( 0.031)

Employment to Population -0.016 0.010 0.023**
( 0.011) ( 0.008) ( 0.009)

Unemployment Rate -0.154 -1.049** -1.144*
( 0.633) ( 0.498) ( 0.609)

Clustered standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Authors’ calculations. N=770. Each row comes from a separate estimation of equation (2) and reports the
treatment effect estimates θk at 1, 2, and 3 years after treatment designation. Standard errors are clustered by county.
All rows include lags of the unemployment rate, income per capita, and population growth as controls. Instrumental
variable (IV) estimates corresponding to a fuzzy RD design, which labels all Tier 1 counties as being treated and
instruments for treatment with the distressed rank assignment rule. TOT is Treatment on the Treated.
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Figure B.2: Local Estimates Window Selection
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Note: Authors’ calculations. Covariate balance tests by window size against the 15% level threshold recommended
by Cattaneo et al. (2015).
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Table B.4: Local Estimates of Effect 3 Years after Treatment, Excluding Northampton County in

2005

Time Range Window Dependent Variable N

Log Employment Unemployment
Employment Population Rate

1996-2006 6 ranks 0.038∗∗ [ 0.024] 0.012∗∗ [ 0.016] -0.230 [ 0.460] 93

1996-2006 10 ranks 0.031∗∗ [ 0.013] 0.009∗∗∗ [ 0.004] -0.536∗∗ [ 0.031] 159

1996-2006 20 ranks 0.025∗∗ [ 0.027] 0.009∗∗∗ [ 0.001] -0.731∗∗∗ [ 0.000] 239

P-values from randomization inference with 1000 replications in brackets.
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Authors’ calculations. Difference in mean outcomes for treated and control counties, for different bandwidths
of distress ranks around the policy threshold, three years after treatment. Estimates exclude Northampton county in
2005 which is a visual outlier in Figure 5.
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Figure B.4: Local Estimates Window Selection. Second Program Wave.
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Note: Authors’ calculations. Covariate balance tests by window size against the 15% level threshold recommended
by Cattaneo et al. (2015).
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Table B.5: Local Estimates of Effect 3 Years after Treatment Allowing for Dependence on the

Ranking Variable

Years Ahead Polynomial Dependent Variable N
Order

Log Employment Unemployment
Employment Population Rate

1 0 0.002 0.001 -0.279 118
[ 0.861] [ 0.682] [ 0.122]
{−386.17} {−701.37} {321.05}

1 1 0.013 0.003 -0.416∗∗ 118
[ 0.121] [ 0.253] [ 0.017]
{−387.88} {−700.60} {324.46}

1 2 0.034∗∗∗ 0.008∗∗∗ -0.035 118
[ 0.000] [ 0.002] [ 0.846]
{−386.97} {−698.57} {327.51}

2 0 0.022 0.006 -0.271 106
[ 0.145] [ 0.145] [ 0.308]
{−260.20} {−534.81} {359.22}

2 1 0.034∗∗ 0.008∗∗ -0.129 106
[ 0.010] [ 0.047] [ 0.583]
{−258.66} {−531.66} {358.05}

2 2 0.063∗∗∗ 0.018∗∗∗ -0.062 106
[ 0.000] [ 0.000] [ 0.810]
{−255.51} {−528.70} {362.01}

3 0 0.045∗∗ 0.013∗∗∗ -0.237 94
[ 0.010] [ 0.008] [ 0.415]
{−191.45} {−440.79} {333.53}

3 1 0.080∗∗∗ 0.019∗∗∗ -0.182 94
[ 0.000] [ 0.000] [ 0.520]
{−189.00} {−437.46} {333.11}

3 2 0.105∗∗∗ 0.027∗∗∗ 0.247 94
[ 0.000] [ 0.000] [ 0.388]
{−185.39} {−434.42} {336.45}

Coefficient p-values from randomization inference with 1000 replications in brackets.
Akaike information criteria values in braces.
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Authors’ calculations. Differences in outcomes for treated and control counties, after adjusting for a
polynomial on the distress rank on each side of the cutoff.
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Table B.6: Local Estimates, Second Program Wave: 1,2 and 3 Years after Treatment

Window Years Dependent Variable N

Log Employment to Unemployment
Employment Population Rate

6 ranks 1 Year 0.005 0.001 -0.409∗ 42
[0.628] [0.644] [0.076]

2 Years 0.000 0.000 -0.602∗ 42
[0.967] [0.925] [0.066]

3 Years 0.005 0.001 -0.712∗∗ 42
[0.750] [0.824] [0.035]

10 ranks 1 Year -0.008 -0.002 -0.241 73
[0.272] [0.325] [0.122]

2 Years -0.005 -0.000 -0.451∗ 73
[0.689] [0.912] [0.057]

3 Years -0.005 -0.000 -0.671∗∗∗ 73
[0.739] [0.945] [0.006]

20 ranks 1 Year 0.003 0.001 -0.315∗∗∗ 156
[0.641] [0.562] [0.002]

2 Years 0.003 0.002 -0.371∗∗ 156
[0.727] [0.481] [0.026]

3 Years 0.005 0.003 -0.590∗∗∗ 156
[0.588] [0.267] [0.001]

P-values from randomization inference with 1000 replications in brackets.
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Authors’ calculations. Difference in mean outcomes for treated and control counties, for different bandwidths
of distress ranks around the policy threshold.
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Figure B.5: Relationship between the Distress Rank and Tier designation Inputs
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Note: Authors’ calculations. County level economic indicators are arrayed by initial distress rank at the outset of the
first wave of the program. Vertical lines denote the thresholds where credit size jumps discontinuously.
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